EE 2030 Linear Algebra Spring 2010

Solution to Homework Assignment No. 5

1. (a) From the cofactor formula, we can have det A = 3 and
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(b) Since the matrix A is symmetric, the inverse of A is also symmetric. Then



from the cofactor formula, we can have det A = 4 and
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Therefore, we can obtain the inverse of A as

2. Since the Hadamard matrix H has orthogonal rows, the box is a hypercube and
the volume is the multiplication of the lengths of the row vectors. And we know
that every row vector has equal length which isv/12 4 12 + 12 + 12 = 2. Therefore,

3. We know that

|det H| = 2* = 16.

det (A — A1)

ap — A a2 Q1n
a91 929 — A Qon,
an1 An2 Anp — A

A=A (A2 —A)... ()\n”—‘A

).

The only term in the big formula for det(A — AI) which contains the A"~! terms
is (a1; — \) (g — A) ... (@nn — A). Hence, the coefficient of \»~! in det(A — \I) is

(—1)" " (an + a1z + ...+ app) = (—1)" " trace (A).
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On the other hand, the coefficient of A" ™1 in (A\; —A) (Mg — A) ... (A, — A) is
(D" M A A

Therefore,
M+A+ ...+ A, =trace(A).

Gri1

(a) Let u;, = { iy

1. The relation between ug,; = [
Gry1 | . .
[ G is given by

[ G | [ AG +3Ge ] [ 12 172 ][ Gesr |
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Then we have uj, = Aug_1 = AAu,_o = A*uy_y = A¥ug. To find A*, we
first find the eigenvalues of A.

Ly 1
det (A —\I) = |2 . _3‘
1 1
_ P
= A 2A 2

= A=1,-1/2.

A—)\lI:[_ll/Q 1_/12}

For A\ =1,

and the corresponding eigenvector is

w-[ 1]

a1 ]

For Ay = —1/2,

and the corresponding eigenvector is

—1/2
Therefore, we have

weme [T

Then we write ug as a linear combination of x; and x4 as follows:

w=[&]=[4]-14 ][]
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= [a]-1 4]
= U= - — —La.

Then we can obtain

Therefore, we can have

for kK > 0.
(b) When k goes to infinity, the term (—1/2)" goes to zero. Therefore, we can

obtain i
. : 2 2 1 2
ot e = (5 3 (‘5) ) )
5. (a) To diagonalize the matrix A, we first find the eigenvalues of A:

det (A=) =

Then we can obtain A = 1,3. For \; =1,

1 -1
a1

and the corresponding eigenvector is

For )\2 = 3,



and the corresponding eigenvector is

Then we can have

and the inverse of S given by
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Therefore, the matrix A can be diagonalized as

a=sast= [ LG g ][0 k)

(b) We now have
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6. To find an orthogonal matrix @, we first find the eigenvalues of the matrix

2 2 2
A=120 0
2 00
2—-\ 2 2
det(A—XI) =] 2 =X 0
2 0 =)\
=A%(2 = )) + 4\ + 4\
= —X\* 4+ 2\ + 8\

= AA—4)(A+2)=0.

Therefore, we have A = 4, —2,0. For \; = 4, we have

A—- NI = 2 -4 0



Then we can obtain the unit eigenvector

1 2
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Similarly, for Ay = —2, we have
4 2 2
A—XI=|2 20
2 0 2
and the corresponding unit eigenvector
1 _11
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For A3 = 0, we have
2 2 2
A-XI=|2 00
2 00
and the corresponding unit eigenvector
0
1
L3 = —(— 1
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We can check the orthogonality between eigenvectors:

~1
1
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Therefore, we can obtain an orthogonal matrix given by

2 /2 0
1 V2 V3
1 V2 /3

1
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7. (a) Suppose Ax = A\x. Then we can take the complex conjugate on both sides

and obtain
Ar = \x — AZ = )\T.



(b)

Since A is real, we have A = A. Then we have the following relations:

AT = \T
— T AT = \z"
= T'A=-)\T.

The last equation is true since A is skew-symmetric. Consider 7 Az, and
we have

7' (Azx) =" (\x) = &'z = \|z|?
and
T'A)z= (- z=-\(T'z)=—\|=z|*

Hence, we can have

A==\
Therefore, a real skew-symmetric matrix has pure imaginary eigenvalues.

Suppose A is any eigenvalue of A and @ is a corresponding unit eigenvector.

Then we have
Azx = \x.

It follows that
[Az|” = [[Me|* = [A?|lz||* = [A]°.
Also,

|Az|? = (Az)" (Az) =%"A" Ax =" A" Az =7 Tx = ||Jz|*> = 1

since A is an orthogonal matrix and A’ A = I. Then we can have |\|? = 1,
yielding

Al = 1.
Since A is a real skew-symmetric matrix and AT A = I, we know that A
has all pure imaginary eigenvalues with |A\| = 1 from parts (a) and (b). Also,
observe that the trace of A is zero. From Problem 3, we know that the

sum of all eigenvalues of A is zero. Therefore, the four eigenvalues of A are
ii, —i, —i.

We have
o' Az = 2 (2] + 23+ 23 — x120 — 2o13)
= 21:? + 2$§ + 2$§—$1l‘2—{l§'2$1 ToX3—T3Xg.
By inspection, we can obtain the symmetric matrix

2 -1 0
A=| -1 2
0

\&}



To check whether A is positive definite, we compute the eigenvalues of A.

2—-A
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0
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2—-A
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det (A — A1)

— A=2,2+V2,2-V2.

Since all eigenvalues are positive, A is positive definite.

(b) We have

' Bx

2 2 2
2 (xl + x5 + x5 — 19 — X1X3 — :L’gxg)

Zx% + 21’% + 2x§—w1x2—xgx1 — X1T3 — T3T

By inspection, we can obtain the symmetric matrix

2
—1
—1

-1
2

-1
B:
2

2-XN)(N—4r+2)=0

Tol3—A3T2.

To check whether B is semidefinite, we compute the eigenvalues of B.

2-A -1 -1
det (B—\I) = -1 2-X -1
-1 -1 2=
= A(A=37=0
= A=3,3,0.

Since all eigenvalues are nonnegative, B is positive semidefinite.
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.LetA:[l/2

1
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] . Then

e’ Ax = 2° + zy +y°

where © = [ :; 1 By the spectral theorem,

A=QAQ" =

Then we have
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where X = (z —y) /v/2 and Y = (z + y) /v/2. The equation can be rewritten as
X2 Y?
EIRCTE)

Then we can obtain the half-lengths of its axes are

V2,1/2/3.

The tilted ellipse is drawn as above.

=1.

10. We can find the eigenvalues of each matrix as follows.

0] ae
e
3 1]s 2m0
007 3-0
107 am0
0 1] x-0

Since all 2 x 2 matrices with eigenvalues 1 and 0 are similar to each other, the
following matrices are similar:

ool L e
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The matrices

10 0 1
0O 11’110
are similar to themselves.

11. (a) We have

v, |10 20
AA_{zo 40}'
Then
10—-X 20
O:det(ATA—)\I):‘ 50 40_/\’:>\(/\—50)=>>\:50,0.

For Ay = 50, the corresponding unit eigenvector is v; =

Sl

1
5 |-

. o . 1 2
For Ay = 0, the corresponding unit eigenvector is vy = VA REE

(b) Since oy = VA1, we have 0y = 5v/2. Then we can find

L [se]Hl] B

o1 5v/2 V10

Now we verify that u; is a unit eigenvector of AA” as follows:

(AAT)“1:[155 ig}ﬁ{é] :\/%—0{15500} = o0tk

1 1
Joae |2 = ufur = [ 1 3][3}1-

(c) For Ay = 0, we can find a unit eigenvector for AA” as

=gl

Therefore, we have

A=UxXVT

where
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12. (a) We have

Let

Then we can have
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1+ 25 1/2

Therefore, the columns of V' have AT Av = \v with A =2 —v/2,2,2 + /2.

(b) We can have
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I e
o -1 1
0 0 -1
- % %
2
e
- S e
T
[ T2 V3

11

i1 1
2 2 2
L\Of—_l
V2 V2
1 -1 1
2 V22
1
2
_1_ 1
e
2T
_1
2



Let AV = [x; @2 @3]. Then we have

Therefore, the columns of AV are orthogonal.

(c) We have
1 -1 0 0
AT=10 1 -1 0
0 0 1 -1
Perform Gaussian elimination as follows:
1 -1 0
0O 1 -1
| 00 1
(1 0 -1 0
- 01 -1 0
|00 1 -1
1 0 0 —1
— 010 -1
100 1 —1
Then we can obtain
1
11
Uy = 5 1
1
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(d) From parts (b) and (c), we have the vectors
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